
Summary

[JLS76] writes, “The Folklore is replete with stories of ‘secure’ protection systems being

compromised in a matter of hours. This is quite astounding since one is not likely to claim that

a system is secure without some sort of proof to support the claim. In practice, proof is not

provided, and one reason for this is clear: although the protection primitives are apparently

quite simple, they may potentially interact in extremely complex ways. Vague and informal

arguments, therefore, often overlook subtleties that an adversary can exploit. Precision is not

merely desirable for protection systems, it is mandatory.”

In this thesis, we construct a formalism which provides the required precision.

We initially study the decidability of safety in specific protection systems using the common

access-matrix model. We build upon this to the point where we can treat the systems themselves

as computational elements and thus create a formalism which produces safety results for entire

classes of protection systems.

Our study of the manipulation of rights encompasses a study of responsibility; we achieve

a unification of the λsec-calculi for stack inspection with that for data inspection, and demon-

strate an extremely close coupling between the calculi of responsibility and our formalism for

decidability of safety in protection systems.

We use our formalism to model numerous existing systems and understand their strengths

and their weaknesses; hence we are able to create powerful new systems without such weak-

nesses. Several such systems exist; we describe a sample implementation.
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